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ABSTRACT
We present the results of the second Neural MMO challenge, hosted
at IJCAI 2022, which received 1600+ submissions. This competition
targets robustness and generalization in multi-agent systems: par-
ticipants train teams of agents to complete a multi-task objective
against opponents not seen during training.We summarize the com-
petition design and results and suggest that, considering our work
as a case study, competitions are an effective approach to solving
hard problems and establishing a solid benchmark for algorithms.
We will open-source our benchmark including the environment
wrapper, baselines, a visualization tool, and selected policies for
further research.
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1 INTRODUCTION
Real-world applications of reinforcement learning (RL) require ro-
bust algorithms [2] that can adapt to dynamic environments. While
substantially studied in single-agent RL [1, 5], this subject has been
less explored in multi-agent systems. There is a distinct scarcity of
multi-agent environments and supporting infrastructure.

This paper summarizes the IJCAI 2022 Neural MMO challenge
and offers a solution to these problems. Neural MMO is a good envi-
ronment to start with because it supports large-scale populations, is
computationally efficient, and is actively maintained. On top of the
environment, we built a large-scale parallel evaluation tool and a
TrueSkill[3] rating system on the AICrowd platform. We hope that
our methodology can serve as a stepping stone towards establishing
more general benchmarks and promoting future research in Neural
MMO and other multi-agent systems.

Our contributions are as follows: (1) Orchestration of the com-
petition, which includes the environment, resources, the design of
tracks, and the evaluation system. We believe this will be useful to
guide future RL competitions. (2) Insights into emergent behaviors
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and strategies over 1600+ submissions. (3) Policy pool of 20 submit-
ted policies to promote future research on Neural MMO, useful in
evaluating policy robustness against a variety of opponents.

You can find links to this and previous AICrowd competitions
on Neural MMO, documentation on the environment, source code,
and our Discord community server at neuralmmo.github.io.

2 COMPETITION ORCHESTRATION
2.1 Environment
Neural MMO is an open-source research platform that simulates
populations of agents in procedurally generated virtual worlds. Un-
like other game genres typically used in research, MMOs simulate
persistent worlds that support rich player interactions and a wider
variety of progression strategies. We refer the reader to the original
publication [6] for full information on Neural MMO and its objec-
tives. Our environment is adapted from version 1.5 of Neural MMO
with extra configuration to match the competition requirements.

2.2 Competition Structure
Participants are tasked with creating a team of 8 agents to win in
our configuration of Neural MMO against 120 other opponents.
The competition consists of two tracks: PvE track and PvP. The
PvE track pits the participant’s policy against 15 built-in opponents.
Three increasing stages of difficulty serve as fixed reference points
to help participants develop their policies. The main PvP track
evaluates submissions against 15 other participants’ policies in the
same shared environments. This can better test a policy’s robustness
and generalization to opponents not seen during training.

2.3 Resources
We have created a number of resources for the participants’ conve-
nience: (1) A starter kit project containing all required segments
to make a successful submission. With this guidance, new partic-
ipants can make their first submission within 15 minutes. (2) An
RL baseline implementation in a single file based on TorchBeast [4]
to be used as a starting point. (3) Environment documentation and
tutorials to help participants to get familiar with Neural MMO. (4)
A light web-based replay viewer for our challenge, which allows
participants with visual straightforward feedback for their policy
development. The effect of our resources is shown in Fig 1.

3 SUMMARY AND ANALYSIS
The competition received over 40k views, 537 individual signups,
110 team signups, and 1679 submissions. This makes it one of the
largest RL competitions to date. Of these participants, 48 teams
were able to pass our first-round qualifier. 20 teams were able to
win at least some games versus better policies that we trained for
round 2, with 16 qualifying for round 3. We trained much stronger
baselines for these rounds, but 7 teams were still able to win at least
some games, and 6 were convincingly better than our best baseline.
The best policies fully accomplished the task of the competition.

We categorized all 1600 submissions as rule-based methods (be-
havior tree, planning-based methods, heuristic methods, etc.) or
learning-based methods (reinforcement learning) based on the al-
gorithms employed by the participants. We have observed from

Figure 1: Maximum achievement in PvE stage 1 through time,
measured over all participants. The release of the baseline
corresponds with a large jump in submission quality.

Fig 2 that the Rule-based or learning-based method both achieve
satisfactory performance. Two of the top five were rule-based, two
were learning-based, and one was hybrid. Generally, the rule-based
methods are quick to get working but do not scale as well against
complex opponents. The orange lines of learning-based methods
are all climbing, which means there is still room for further re-
search even on this version of Neural MMO. We find that poli-
cies that achieve the same score may employ different strategies,
and the models of different players can have varied strengths and
weaknesses on the sub-tasks of the environment. We find that the
performance of participants’ policies vary during different stages,
which further demonstrates that this environment may facilitate
the study of model robustness and generalization by introducing
diverse adversaries.

Figure 2: The effectiveness of Rule-Based and Learning-Based
methods across three PvE stages. The six lines represent the
peak performance of the approach at each stage.

4 CONCLUSION
To benchmark the robustness and generalization of MARL algo-
rithms, we hosted a multi-agent artificial intelligence challenge and
received 1600+ policy submissions. The top five submissions all
surpassed the best existing baselines while employing strategies
ranging from rule-based to full RL. We suggest that a gap in tooling
and infrastructure, rather than purely algorithms, is the main short-
term bottleneck preventing reinforcement learning from working
on complex, multi-agent environments. We argue that the simplest
way to realize this result in other environments is to run competi-
tions and open-source the tools built by organizers and participants.
We hope that our work will inspire others to adopt the competition
model of research and open-source their tooling as we have.
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